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ATLAS @LHCATLAS @LHCATLAS @LHC

LLarge arge HHadronadron CColliderollider

two counter rotating beams of two counter rotating beams of 
protonsprotons

protonproton--proton collisions every proton collisions every 
25 ns25 ns

AA TToroidaloroidal LLHC HC AApparatupparatuSS

generalgeneral--purpose experimentpurpose experiment

large collaboration:large collaboration:
169 institutes & universities 169 institutes & universities 

from 37 countriesfrom 37 countries
2500 physicists 2500 physicists ((~30% ~30% 

students)students)
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ATLAS DetectorATLAS DetectorATLAS Detector
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Length ~ 45 mLength ~ 45 m Height ~ 24 mHeight ~ 24 m Weight ~ 7000 tonsWeight ~ 7000 tons
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Data ReductionData ReductionData Reduction
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bunch crossing rate:              bunch crossing rate:              40   40   MHzMHz
average event size (ATLAS):   average event size (ATLAS):   1.5 1.5 MByteMByte

storage ratestorage rate ~ ~ 60 60 TBytesTBytes/sec/sec

~ 10~ 1055 CDs/secCDs/sec

~ 100m CD stack/sec~ 100m CD stack/sec

~ 2x distance to Moon/year !!!~ 2x distance to Moon/year !!!

Therefore …Therefore …
ReduceReduce the event rate to the amount compatible with the the event rate to the amount compatible with the 
offline computing power and the storage capacity, offline computing power and the storage capacity, whilewhile
selectingselecting the interesting physics the interesting physics with high efficiencywith high efficiency

TRIGGER !TRIGGER !
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~ ~ 101088 detector readout channelsdetector readout channels

interesting signatures: detection interesting signatures: detection 
efficiency threatened by efficiency threatened by backgroundbackground
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coarse granularity calorimeter & coarse granularity calorimeter & 
muonmuon ppTT

The ATLAS Trigger SystemThe ATLAS Trigger SystemThe ATLAS Trigger System
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storage rate: ~ storage rate: ~ 300 Mbytes/sec300 Mbytes/sec

hardware based (ASIC, FPGA)hardware based (ASIC, FPGA)

software algorithms (large software algorithms (large 
computer farms)computer farms)

full granularity (including full granularity (including 
tracking)tracking)

data recordingdata recording
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40 MHz event rate40 MHz event rate
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Data rateData rate

time per eventtime per event

LEVEL 1LEVEL 1
TRIGGERTRIGGER

<75 (100) kHz<75 (100) kHz

LEVEL 2LEVEL 2
TRIGGERTRIGGER
~2 kHz~2 kHz

EVENT FILTEREVENT FILTER
~200 Hz~200 Hz

DETECTOR

~ TB/s~ TB/s

2.52.5μμss

~10ms~10ms

~1s~1s
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The Level 1 Trigger SystemThe Level 1 Trigger SystemThe Level 1 Trigger System

USA 15USA 15UX 15UX 15

LevelLevel--1 1 

CalorimeterCalorimeter

TriggerTrigger

(L1Calo)(L1Calo)

LevelLevel--1 Trigger System1 Trigger System

30 - 70 m

LVLLVL--1 Latency < 2.5 1 Latency < 2.5 µµss

event rate: 40 MHz event rate: 40 MHz 75 kHz75 kHz

L1Calo Latency L1Calo Latency 

~ 1 ~ 1 µµss

(experimental cavern)(experimental cavern) (electronics cavern)(electronics cavern)
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LevelLevel--11

MuonMuon

TriggerTrigger
CentralCentral

TriggerTrigger

ProcessorProcessor

MUONMUON
DETECTORDETECTOR

L1L1--Accept signalAccept signal

analogue cables
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The L1Calo TriggerThe L1Calo TriggerThe L1Calo Trigger

PreProcessor
(PPr)

124 modules

Cluster 
Processor (CP)

56 modules
Merging

8 modules

Readout dataReadout data
to DAQto DAQ
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Jet/Energy
Processor (JEP)

32 modules
Merging

4 modules

Readout (20 modules)

Analogue Analogue 
calorimetercalorimeter

signalssignals
(~7200)(~7200)

RegionRegion--ofof--interest interest 
data to Leveldata to Level--22

Hit counts Hit counts 
and and EET T results toresults to
Central TriggerCentral Trigger

ProcessorProcessor

RealReal--time time 
data pathdata path

University of BirminghamUniversity of Birmingham

University of Heidelberg, KIPUniversity of Heidelberg, KIP

University of MainzUniversity of Mainz

Queen Mary, University of LondonQueen Mary, University of London

STFC Rutherford Appleton LaboratorySTFC Rutherford Appleton Laboratory

Stockholm UniversityStockholm University

L1Calo CollaborationL1Calo Collaboration

Rate Rate 
MeteringMetering
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The PreProcessor ModuleThe The PreProcessorPreProcessor ModuleModule
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TTC Dec.

conditioning of the 
analogue input

10-bit pulse 
digitisation at 

40 MHz
(FADC)

BC identification
& fine-calibration

(ASIC-LUT)

main componentmain component of the of the 
PreProcessorPreProcessor SystemSystem

124124 hardware identical modules hardware identical modules 
which fit into which fit into 88 VME cratesVME crates

input: input: 6464 analogue calorimeter analogue calorimeter 
signalssignals

processing in processing in custom ASICcustom ASIC
(designed @KIP Heidelberg)(designed @KIP Heidelberg)

output: realoutput: real--time calorimeter time calorimeter 
data (to CP & JEP)data (to CP & JEP)
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The PreProcessor Module (cont’d)The The PreProcessorPreProcessor Module (cont’d)Module (cont’d)
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Readout Merger (Readout Merger (ReMReM) FPGA) FPGA

Tasks:Tasks:
collects, assembles and sends collects, assembles and sends 

event data (readout)event data (readout)

intermediates board configuration intermediates board configuration 
& control& control

collects and provides monitoring collects and provides monitoring 
data (e.g. rates)data (e.g. rates)

XilinxXilinx VirtexVirtex XCV1000EXCV1000E

hardware description language: hardware description language: 
VerilogVerilog

design is using less than 50% of design is using less than 50% of 
the FPGA resources, e.g.:the FPGA resources, e.g.:

number of Slice Flipnumber of Slice Flip--Flops: ~40%Flops: ~40%

total total numernumer of 4 input of 4 input LUTsLUTs: : 
~42%~42%



PPM Production Tests @KIP HeidelbergPPM Production Tests @KIP HeidelbergPPM Production Tests @KIP Heidelberg
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PPM yield:PPM yield:
124124 modules needed by the              modules needed by the              

fullfull--coverage of the experimentcoverage of the experiment

3636 spare modulesspare modules

Single Board TestsSingle Board Tests
(bring each module into operation)(bring each module into operation)

Initial preparation Initial preparation ((optical inspection, optical inspection, 
power up tests w/o power up tests w/o daughterboardsdaughterboards, etc), etc)

Operational tests Operational tests ((check conditioning 
& digitisation, verify ASIC algorithms, etc)

Readout data tests            Readout data tests            
((check buffer content & formationcheck buffer content & formation))

RealReal--time (LVDS) data tests time (LVDS) data tests 
(check transmission over long LVDS cables)(check transmission over long LVDS cables)

Strategy:Strategy: test all modules in test all modules in 
Heidelberg before sending to CERNHeidelberg before sending to CERN
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PPM Production Tests @KIP Heidelberg (cont’d)PPM Production Tests @KIP Heidelberg (cont’d)PPM Production Tests @KIP Heidelberg (cont’d)
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Full Crate TestsFull Crate Tests
long term testslong term tests for the for the PPMsPPMs

that have completed the Single that have completed the Single 
Board TestsBoard Tests

standard standard PreProcessorPreProcessor crate crate 
fully equipped with 16 fully equipped with 16 PPMsPPMs

repeat all functional testsrepeat all functional tests
performed during the Single performed during the Single 
Board TestsBoard Tests

successfully tested successfully tested PPMsPPMs are are 
sent to CERNsent to CERN
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L1Calo @CERNL1Calo @CERNL1Calo @CERN
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* Hardware installation finished since December 2007* Hardware installation finished since December 2007
* 2008: L1Calo successfully integrated with the other ATLAS* 2008: L1Calo successfully integrated with the other ATLAS

subsub--detectors in dedicated combined runsdetectors in dedicated combined runs

Receivers &Receivers &
PreProcessorsPreProcessors

Cluster &Cluster &
JetJet\\Energy ProcessorsEnergy Processors Readout DriversReadout Drivers
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The Day of the First BeamThe Day of the First BeamThe Day of the First Beam
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L1Calo Shift DeskL1Calo Shift Desk
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The First EventThe First EventThe First Event
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The PreProcessor RatesThe The PreProcessorPreProcessor RatesRates
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PreProcessorPreProcessor Rates as recorded Rates as recorded 
on 10th Sept 2008on 10th Sept 2008

* Example of a beam splash event* Example of a beam splash event



SummarySummarySummary
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PPM central module in L1Calo TriggerPPM central module in L1Calo Trigger

124 124 PPMsPPMs @CERN after intensive testing & programming@CERN after intensive testing & programming

first beam event seen by the triggerfirst beam event seen by the trigger


